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SUMMARY

In this report we present some additional results on the performance of

carrier sense multiple access (CSMA) protocol for mobile packet radio networks

(MPRNET). This is followed by a review of bandwidth efficient digital

modulation for mobile radios and some results on a speech transmission scheme

and an analysis of mismatched continuous phase FSK (CPFSK) receivers.

Carrier sense multiple access protocol has been analyzed in detail for

mobile radio channel. Throughput and delay expression are derived to include

the effects of fading. The performance degradation due to hidden terminal

problems is analyzed. This is followed by an evaluation of the performance of

CSMA with collision detection (CSMA-CD) for FH-FSK spread spectrum mobile

packet radio networks.

A class of spectrally efficient modulation has been reviewed for

application to mobile radio systems. A speech transmission scheme using DPCM

coding and these spectrally efficient modulation is seen to compete with

existing schemes.

Mismatched CPFSK receivers have been analyzed to understand how time and

phase synchronization errors influence the performance. A set of curves is

provided to demonstrate the degradation due to imperfect carrier phase or

symbol time synchronization error for both low and high SNR.
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CHAPTER I

APPLICATICNS OF PACKET SWITCHING TO MOBILE RADIO COMMUNICATIONS

The need to provide computer network access to mobile terminals and

computer communications in the mobile environment has stimulated and motivated

the current developments in this area. Packet radio technology has developed

over the past decade in response to the need for real-time, interactive

communications among mobile users and shared computer resources. In computer

communication systems we have a great need for sharing expensive resources

among a collection of high peak-to -average (i.e. bursty) users. Packet radio

networks provide an effective way to interconnect fixed and mobile computer

resources. This report presents the performance evaluation of various channel

access protocols for a mobile packet radio network link.

1.1 INTRODUCTION

A mobile computer communication network can generally be defined by the

following features: its host computers and terminals, communication

processors, topological layout, - -n unication equipment and transmission media,

switching technique, mobile unit and protocol design 1 1. These features are

chosen to accomplish the function of the network subject to specified

performance requirements. The performance measures most commonly quoted

include message delay, message tnrough.put, error rate, reliability, and cost.

When mobile operations are involved, the measurements indicate temporary

degradation in the performance, affecting both throughput and delay. By proper

selection of the dominant network protocol parameters, the degradation can be

substantially reduced. Improved performance under mobile operations is needed

for all traffic types, to reduce the load on the radio channel and improve

overall network performance. Several methods for such improvements have been

discussed in [2 .

,'?,' ?,", ..": .'? ';.''-".i'.;.-'- ,. .. .:i. 'o " -. ;.; ". .- ". . ,. ,-, - .. - . . . . . , ,1



The first analysis of packet radio performance assumed that packet

collisions were the major cause for loss of a packet and subsequent

retransmission. More recently, efforts to design packet radio systems to

operate over degraded channels have been undertaken. The channel throughput

and packet delay, the two primary performance criteria in computer

communications, have been extensively studied for basic system concepts such as

pure ALOHA, slotted ALOHA, and CSMA 3,4 ]. However, we need to consider the

effect of link errors due to noise and fading too. In the absence of fading

the noiseless assumption is quite good, but on a fading channel the signal-to-

noise ratio becomes a critical parameter. The approach here is to model the

problem uncer fading conditions and develop a protocol for evaluating the

performance of the mobile packet radio network in terms of packet error rate,

packet delay, throughput and average number of packets retransmitted per cycle,

as a function of packet transmission rate, packet size, the number of packets

transmitted per cycle and vehicle speed.

1.2 MOBILE PACKET RADIO CHANNEL CijARACTERISTICS

A potential application of packet radio involves mobile users in an urban

environment. Here, because of signal reflections from buildinas and other

structures, the signal arriving at the receiver consists of the sum of randomly

celayed versions of the transmitted signal due to multipath. Hence, the signal

amplitude should be Rayleigh distributed, and this has been found in practice

[51. Of course, if for some reason, packet radio were applied to HF or

troposcatter systems, the Rayleigh, Rician and Nakagami-m models would also De

applicable.

The mobile packet radio channel environment can be characterized as

follows:

2



a. Time-varying channel
if.

b. Short-term characteristics - fading of the received signal envelope

due to multipath propagation. Statistics of the received signal

envelope is Rayleigh distributed and phase of the received signal is

uniformly distributed.

c. Long-term characteristics - shadowing of the received signal envelope

due to buildings, hills, trees, etc. Local mean of the received

signal envelope obeys log-normal distribution.

d. Attenuation of the signal with distance - signal power varies

inversely as the Mth power of distance (3 < M < 4).

e. Doppler effect due to vehicle motion.

f. Ignition and other vehicular noise.

Atmospheric optical paths, tropospheric and ionospheric channels and

intra-urban mobile radio channels all suffer from signal fading, a phenomenon

produced by partial reinforcement or cancellation among the signals which reach

the receiver by different paths. Although the traditional remedy has been

diversity transmission, a considerably more effective alternative exists. The

receiver can monitor the instantaneous path gain and send back requests for the

transmitter to stop sending when the signal is weak and to resume when the

signal is strong in order to compensate for the fading process. This and other

adaptive methods have been the objective of study for some years, and it has

been established that they provide substantially better performance than

diversity systems.

1.3 MODEL AND PROTOCOL DESCRIPTION

Experiments in urban areas have shown that noise impulses occur every few

milliseconds in both the UHF and L bands, principally due to automobile

ignition noise. A packet has a very high probability of encountering one or

3



. .: '" " r ..re some for, of error correction is required 6 ], if

eS2, . ., d .r-:ee performance for computer communication is desired. A

ret ,. ec..' ., ore th-an one undetected packet error per 106 packets is

oesirec asker.r t. it packets, a 100 K-bit/sec. data rate and 100 percent

occupancy.

In the qrouno-tased mobile packet radio networK performance degradation

occurs due to transmission errors resulting from packet collisions, noise,

fading, and probably shadowing too. The present model assumes that

transmission errors are caused only by fading i.e. errors due to other sources

of noise and interference are not considered.

Packet radio techniques are used for communications between mobile

terminals and computer networks. In these techniques, a message is decomposed

into a number of packets which are transmitted individually to one or more

cestinations where they are assembtled to reconstruct the origii.al message. An

overhead message is attached to each packet. The overhead message contains

information about the aooresses of the oricinating source ano the Oestination,

routing information and check~su. bits for error detection [7,8].

The transmission of packets is conducted in cycles. Each cycle consists

nof tre transmission of N consecutive packets plus a sr.crt time in.te.... to

allow for the reception of the acknowledgement message.

In any communication system, and in particular, a computer comunication

system, it is essential to have a set of well-designed basic control procedures

to insure efficient, correct, and smooth transfer of information in the system.

We describe and analyze a protocol derived from the "stop-an-wait"

control procedures [8]. According to this protocol, the transmitting unit

sends one packet of data at a time and waits for an acknowledoement (ACK) from

the receiving unit before proceeoing. If the transmittinc unit odes not

44 I
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receive an ACK after a certain time-out period, the same packet is

retransmitted. This operation is repeated for a predefined number of times

until the ACK is received. However, when the channel is unreliable, the

transmitting unit may be instructed tc give up retransmitting the packet. We

assume that the acknowledgement traffic is carried by a separate channel and is

received reliably. In this protocol, the packet transmission is conducted in

cycles. Each cycle represents the transmission of N packets plus an ACK time-

out period. The ACK message informs the sending unit of tke first packet that

was found in error such that in the following cycle this packet and the

following ones are to be retransmitted along with some new packets. Based on

an estimation of the signal level at the receiving location or on the frequency

of packet errors, the number of packets per cycle, N, can ne adjusted.

An important parameter of the algorithm described above is the number of

packets per cycle, N. For a certain set of system parameters, N can be

adjustea to proviae the minimum delay per message. More important is the fact

that N can be made adaptive to the status of the channel to achieve minimum

delay in the ever chancing environment of tne mobile syste. [5]. 'e notice

that the case when N=' represents the well-known stop-and-wait strategy, and

the alcorithm descibed above is a generalization of this stratev.

V.
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2.1 CHANNEL THROUGHPUT AND PACKET DELAY

The channel throughput and packer delay of packet radio

channels have beer determined for basic svsze= ccncepts such

as pure-ALOHA, slotted-ALOHA, and carrier sense multiple

access (CSMA) [ 3- 9 ). However, -.cne cf these earlier

analyses includes the effect of :ink errors due to noise and

fading. For the obile packet radio channel we need to

irodifv- the funda=en a -hroughpu:-delay an "s s, as the

assur:ticns cf ncnfading, ncise"ess channel ts nc =cre good.

-he cannel hroughput, S, is defined as the average

number cf packe:s successful> ! rans~itted in an interval

seconds long where T is the packet duration. We have assumed

that each Packet is cf c cnstan ergrh for all users. he

parameter G is defined as the total 'offered' traffic rate on

the channel. 7he ratio S/C ecuals the average percentage cf

packets r7ans=i::ed that are successful :v received, zh-at is,

it is ;robability of success cn the first packer

:rr..-Sm icr. , -. A to, n is ecuiva ent te the nr a

that no packets are lost on the first trare-s'cns_ Vhich -for

:Css C distrituted packet rransiss ions are given -y [ 3,

9

"I ) -aG (2.1)

This :r:ies,

- r

7e (2.:A- ." - , '

*0
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*~~ h g. c r r- ' I. hp- F '1 r~N a~~N ~ ~ N ~*

a pr a v, zr a ts the at of pr o paatincr d. a (to pa c ke

.:rns=-4ssc. time (I)

: f :he a cknowledge= er.: channe I o's err-t-freae bu t the

packet char.nel is fadngtnn the probability, cf success on

the fi-rst packet tr-ansnissiscn is:
/G

G( 2a)- e a~ pe~ 22

P.te~pe st~ rlai--yta: a packet is -. c-t accepted by

r, .ce e:.r a rEce- vi-.r fao...ity d ue t c ncse aer rcr s.

7p.nerefcre,

s f -a ) - 2. ~

E ssun=e rE7C Z:t .2 packet CC: :JSinS resLut in :CSt

p a ckets. C r a Cc: ls o n betw aEr a fa ded a rd a ncnfaded

packet, the norfaFded packet =ight not be aIo st a ence ( 2.

E:ives a ;.c,.er bun cr .

afth a -K ncued a enn C!hanr.E I ~S F-So, fac.g, t.he an

Packnowledgemerits can poterntalv arTr4ve at the user recei-ver

r. er-.rcr. in ce eFa ch u ser7 nu s z bea a e toc so v a-v

f entir. t is own a ck nowe ad gnets , we aF-s su t a h at ercr

deatacti o r co dir.g is a 1s o u ti za cr ao c c vdIened a za cSF

that perfect reception is reqvired. lience e ar r ed a cknow-v1e-

6 geame r, ,s - f reas L- . r, u re ceas Sarv ak t~r-s:sc

Based or. the sane reasoning. as '- cre, tr cL:g p,.t aL: c n

f. or fading charni. ca-, be writtzen as,
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S .. G) (2. )

he average packet delay, L, is cef nec as tre average

z nE (measured f acket :eng hs) be:teen :he beg'.D. g f f

the origina. user packet trans=ission and the begfnn ng cf
the rece4pt of the acknow-1edgement fror the centra receiving

facility. We assume that the tw o-way pr Cpagation delay

equa7s R packet lengths and thet the packet ret:rans-ss on

tzes are selected oftor a unifor= distnibu otn cf deiays

.anging frc= one to K packet .eng:hs. . hen the average

packet delay is given by [3, 10 ),

~(F. - ----

where Is the average nu=ber of retransi s scr, s per packet.

:cr ncs"Seess channEis
'.5

e G - ') = - 2. 7)

a'.: -. e a','eage ;ac2.: cea'y is,

n r, _ - [Ge aG(:42-)(P. _ -- _)! - (2 .E~

This expression f or the de ay is an aprcxia zcr., even

though (2. ) is exact, because the e::press c-. : e ,a g S and

C assumes a very large average retrans fssicn de .ay.

however, (2.E ) ca. be cor.s-ered a gcc . a' :rc>:ra:cr :cr zhe

exact ex;ressicn. for average packet delay evez w'hen K is as

s= l as .ve !i0

p.

• ~~~~~~~~~~~~.v . .o.-...-.......-.•-,.,.......... ........... ... . .......... . ..... . .. -,,'-'" +" - ' *- "*'*"* - "* ,' ",* -, *:J .,"*'- ,.,. .. " ,''- '* *'-*.. ,-..,- .S 5 . . - , . ,"-,* . ...- . .



7i clude :he effects cf fad:rg, we need or.-' =ocfY

Again assu=rng arge K, the average nuber of :rasis

szcr.s per pa-cke' is, frc= (2.5),

-C e C%

2,%

Ee.ce, the average nu=ber of retransissiors per packet is

--- - = -- 2 - '

- L 1%(, - " -"ae - :j,e Pe

Using ( .IC) into (.6) yields the average packet de" ay in

fading,

= _ ""e: - 2a)- e -

where a is the normalized propagation delay.

2.2 PROBABILITY OF BLOCK ERROR

Ca cck cf .e1' g t t.:s :Sr: c

eiher a pa cke: a cr an ackno'.edge e:. e assure L :- :he

ccuL~c a : c r system e=;' cys a cigiza =od :" cn,de=o L:a-

:ion scheme w-hich produces independen: ti: errors 'i:h rrcza-

FbPlity e(P) where 0 is the bit energy-:o-ncise densi:v ra:Ic.

-he orobaiity cf b2ock error, F. ' is :e robati" :y of

at leas: one bi't error in the block and is given b'

Sbe s rob(at .eas: one errcr)
- Prob(aI. bits received correc:>y)

• , - [I _E(p)2hP. " ")

J"



Assucaing constant P over the b2 ock length, th~e prob aj I ity of

block error averaged over the f ading signa IEve- s given

by,

Th =JgP) (p) dpbe f°

= 1f- {l - ' (P) d6 (2.13)

-:here f (P) i~ the probabi Iitv eer~si-*:y f 1:c.c: --- .C-

For the case cf Fy -efg'r. -hd-v.c :*e s gnal

P Oer Ias a n eYp err, ebn a : r cea.Cy f c-:L c .

i er. ce, s a sc expc er-,&n da-rydu ec ar. ,

(p) e.(- x -) , p > >  (2 1'.

-here P 4s the average vFLue c r

Tcr :he noncCI-, eren: c dZ  :i . :ec n-:c e si-e c :c

a tdi: ve w r.i:e GaLss;ar. s - .cse, :e :i: errc: rc a :yt

1;furt:c, is giver, 'y li,

rcr ncr.-cherer.: FSK, r - .he average crcza----" of

block error can be 6eterzined in closed for.

Subs:i:utir.g (2.15) and (2.IL) in.to (2.13) yields,

-r N*~ . -P/;,---.- . -S/

be
0

" his ex res soc, si f-es to give exact e xress c-, for the

average probabi ity of block error,

;.I
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s. . in o pi t B tnA s

where B a e 2
.'ereEy~, ) . s zhe incorpiete FBe:a f:c:icn [123 . Also, :

-. -- ;( ., (2 .'-5
(2-7'

w h e e, 2:1(a, b; c; x) , the hvpergecmet c :ur. c Icr. [12

-:-.e i-.cc=-Ieze Beta fu-,c:.or. and 'ryerece:r-'c u.c:Io. can

be E EVFa:e:d M e7fCa" re:hoCs.

"he se-. es e.:reserra: c : c : e hype-: ecze:. c

Zunc:ion [12) is usefu! L, r I c lt . exat: resut s fcr

fc: smal irteger values cf N. ;,e c::-:;r.,

-________-_ J (2.:E)

.:here are s o e n eres:ir g asy z.::c: c res " :s fcr : ',

:-ruge 'tobab: ty c 2 tcck e: or rbe' v ty eeatitnS.

(2.17) or (2. :E).
c. 2 e. e

*(a) Fc:, P% , ( 2. 1E e c e

= -~n PC

where we defineq

P' c
I ~ ~ ~ N c 2

. . ..- . . .. . . . . . . . . . . .;. . . . ... A.c)

-n -

X ;2.
, ! (l) -c to"C'0



-tie series for P~can be transforec ~ a se:-es w:.

ccNer.enen t. c cc~p,,;a:-_icr zr :a n (2.2C) ~as S~ E

.s u. Sr f 13, 14J e c t a n

(b) :_ N >> 2., asv-.t:cz. results can be a-pled :c ec-,a:t:-, (2WJie

h a ve L 414

ter, C 3 '.,,. . . sE rS ccns:art, andi

s t n (2._2 a d 2. o 2y(2.: 6:

7cr > :C, t. &S . C :es,,;'. Z s a gci Fa:: c: -F: :O% * r 2

and (2. : ) we c'-- F_ .

-be

.s showcs the lcgarithmic dependence. of be0.N zr CSK,

-~ ~ ~ ~ ~ ~ ~~b c .:E] ~ ,P>:(.~

> >>



ar;rcxaticr. :ec rn ue car. be E- e e e.

l rge, we car. a rcx rc e -he furc: cn e() -ef-.ed 'e cre

ay a step furc c r,.

:s iplies tha Ft v e c an vrt e as a;prcxtfa:eecbv~ the

cumulative distribution function of P evaiuated at so"nep---,'.

y. = f(P)) dP = F(P') (2.27)
Dhe

where s sected to be the vaIue cfP ic "ch g(P) = 

A slh t Iv more accura:e approach would be to choose :ha

value of P which zakes ecuality betu-een the itegra of g(P)

ar.c te i. egra ct its a .rrc:inat-cr., u, the :.te rP- cf

g(P) is Just the genera: expression for P , so that p'= p

Fcr F~av -4gh fadir.g, the step /ctior. aprc>x:zaticr, for

* be is,

E 12
- "e .--(PC', = - e (1 E
D e

he use of PO in e c.ton ( 2 ,28) leds tc the recuired

asy-:to:c value be_0r large , i.e. - e

-he values of be fo r INCFSK giver v r.ee xact

expressior. (2.7), a nd the asynr: :t"c ex;ressicr.s fcr a7rge

P i-e.. g-,.. (2.1) and for a. e N given by (2.28) v-' ch uses

Cte; "u-.c zrp:ro:i:-: cr are cc-pared. - .e rs ts

6emosz ze an e-xcelle7.t a ccUra-cy cf the ste L .fu.ctc- a ;r -

,:rto.. o l an 0 7 0 e~ th e err o r is cr 2

Pe :c er. t a d for IN 10 a-nd P -Odte ero 7 t7S es t a

C.02 percent.

%I• "*':'"'/ .'" " "-"-"'" ,'. Na' "',"" "-" "-.- - -''"-' " -" "- - - - - , ' " ° "'" ."." " " " " "" "



2.3 SYSTEM PERFORMNCE

-t'e genera" e'xp.esscr. for .e r. cr ers: ss er n C .A

:r, rougru; L s gv en b y (2.5). Fcr ,,CFK .

substitt;ting ze genera expressscn (2. 7) for =he VE a, e

-obbiity o"f bIo-k eror e r ecu aion (2.) for he

7 cb -:FE C f packet err r . n :he -r: " Z, ... : " Ec

acnc:'e ~ie=en: error ?ae we get,

"-ae
Ge-i

" = -aG (~2aG D ve) - ae, ',2. )
G(I -,a) .e

p *-- ~ (2.::

3E

Ee r e . .s tr e ry pe r g e e Zf L7.C1 C E f c rEo :e Cr7e

:e ss c r rer t EcKEz cuE-..=-es E- n td z.'2e

s su~c~; S Cr 7E f es 7tozc a c , E. E e . E art e E.

Tcr .arge b o ck sz:es, ye c ~e c bfr e te c cs e~

c frz ex r es o r cor e. f C NF S YU S 7g S ep furC~ftCr.

a p ~y-a co Ss : t r. of ecao.'2 2E cEq>.

--(2.: e l '-s to

gi- 2a) - e

2a)

he e zr~e f c. :hcna I eper ecedre cf :-e asv=7z:c :c ceffioe :

p0  r, N s e x c I z n c e to ==' e r

e,, q.C u) as tr. I o n 2

S. -* -* *> ** -. .. c. r, .* S u s.i.u..cr . -= .c u . i o -.------- .e c'r.



P C- 2. ,1

PO (N) -2 in N - C. :3:S7 (2.5,

a E pckea (N 0 eCC 6 E.~ a e e e

(Na - _CC) a.d ecua. :-energv .zc- .c se cer. sy ra:ics (.e.

*=-= ) e ctt alr,

C x

e -

a-c -a -e

2e expiess.cr 2 - - Zves -)e :c e rsse C S

c ar.ne :hrougru: v for N CSK cver Ray. e gr f a d..g -t:. e racio

char.', arc :s ctec ::, re (2 c n r: r.:: e

oroeagatr. ela', a C.C1. o:he ecri (2.-) c:s :t,2:. ..

er. a Ca ::-cgL;-u: c ca , :hecre:ca_ v be - ::-r.e,

fcr a. :r.f:n,:e cffered cannel raf5c and a ::n::e

average s:.a -:C-ncse ;'er :::c.

The general expression for the average packet de"ay, D,

is g9ven by ecua:ion (2.1i), Subs L:ut.g t he cosed C cr

expressions for the probabilities of error, ?pe and ?-e Cro"
Pe e a e

ecua:c (2.E) "e co:atn., .,

'a'

a".

a.i
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e have plotted this packet delay ex:prescn aS a fun~t c * ."

the throughput, S, in f .gure (2.4)- hese curves pv e a

tradeoff for the two key system parameters, S and D.

PROBABILITY OF BLOCK ERROR IN FAST FADING

First we will start with the model suggested in [15] for rapid

fading in h.f. long distance propagation. The distribution function

of the amplitude strength under the fading assumption takes the

form:

2
2 mm 2m- 1  _-m (2.3>

PR(r) = r(m ) exp( > 0, > .

Where 0-R R

-(R

2 2(R - R)

2
is the inverse of the normalized variance of R

Following a similar approach as in [161 one can write the signal to

noise ratio SNR as:

2
Y R

K' ;T= ~ 2N



4were Li is tne output noise Intensity.

Hence the p.d.f. of y will be

P(y) P (2.36)

Where - dR

(2Ny) 2.
1-71 N N N

Tn y i 2 ) (2Ny) (2ml) exp[-M 2Ny]Then, p (y)- (5 (N)y Fxp2)

y N fr) £

(211)' m M-i
r(m ) Y exp(-21 2Ny)

= (3---) I Y r-1 exp(-M 2Ny) (2.37)
£2 r (M) y2

which can be recognized as a Gamma distribution with parameters K=2Lit

, m, where both of them can only take positive values.

For a packet length of N bits and a NCFSK modulation scheme, the

probability that at least one bit in the block is in error takes

the form [16]

Pbe " ( - e 2N (2.38)

Averaging equation(2.38)over the fading signal level will be

-'Ym
-- 2 N) k m- (ky

Pbe f e F(m) Y e dy (2.39)

0
2Nm

where k---

COY

- km  e 2 N ky Tr-1
Then "be 1 (m) (I - e N Y dy

0

" But (1-ke-kx)N N () e-qkx (k)q  (2.40)
.. A q;O-

q=Oq

e.. z . ... .. -, -. . .. ..



The _ km N ( -q1 - ky rni
Then rPm ~ N q f e 2 my dy (2.41)

After a substitution of y(k+ ) - 8

we obtain,

Nbe - (N) (I) e 0 I d (2.42) t
be rmr 0 q 0 (k+ q)m M

--- [( )( q (~ m

1-r(m) qO q 2 k-4q

or
N

Pbe =qkm ( ) ( (2.43)
q0 (k+q)m

p..

We can easily evaluate equation (2.43)when the constants N,K,m are

specified.

Substituting equation (2.43) for Pbe one can obtain the

modified expressionsfor both the channel throughput and the average

packet delay when rapid fading is considered.

-, . SUN,,A-R , AND D':s"Us :c"

e Popersis en, C$SXA Zcbile packe: radio perforarce , ,

s ov raye Eigh fad Ing has been characzerized in rter s cf

throughput and average packet deIay versus bi energy-to-

ncise density ratio and size of the acket and

acknowledgement bit. I
The throughpu:, (S) versus offered channel traffic (C)

c pl , in igure (2.1) shovs strong dependence of throughput

zn :re avera e s . F - o-n cise po ver ra:o, "

l= ".1



% -4P

The average number of times

a packet was scheduled for transmission before success given

by G/S is plotted versus throughput S in Figure (2.2). Louer

values cf C/S are obtained for higher SNR and fcr average SNR

of about 30 dB the performance is close to the conv entional

nonper ssten-, CS>.A case. The 'channel capacity' , defined as

the maximum achievable throughput, is plotted in Figure (2.3)

as a function of the propagation delay (a). We note that the

channel capacities are sensitive to increase in a. For large

a, the perormance drops considerably.

The average packet delay versus throughput curves presented

in Figure (2.4) indicate higher delay for low average SNR.

Also, these curves show that it is possible to design a

packet radio sysze= fcr nonfading environment such that when

fading is encountered, the only effect on system performance

is an increase in average packet delay.

he analysis in this chapter was based on the assumption

that all terminals are vithin range and in line-of-sight of

each crner. Each terninal, hc e.:er, av ncZ

be F-le to hear all the ct-her terrinal's traffic. fis gives

rise tc the r, " der, ter nnais problem, which badly degrades

the performance cf CS XA.

The analytical res'ults obtained in this

chapter can be extended to study the performance of B XA

mobile packet radio channels.

.4

.. 1
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CF. AP .* E I

PERFORMANCE DEGRADATION DUE TO RIDDEN TER11NAL PRCBLEM IN

CARRER SENSE MULTIPLE ACCESS FOR

MOBILE PACKET RADIO CHANNELS

*We consfeer a -cpu tiion cf :er=- 'a" s cc-municat_4ng with

a central station over a packe:-sv. tched = l :i;le-access

= cbi •le radio chamnel. he perfor=ance cf CS.:A used as a

method for u2ziplexing these ter=irnals is highly dependent

Sr. the ability cf each :er. al to se-, se the ca-rrer cf a r

c:her :rar.szission or the channe X. Many si:uations exs: in

"- ch sc-e :.er nr. a" s ate ' der." frc= ea h cFer Ce- Cr, er

because :ev are cut-c f -sigh or ouh-cs-range) ... his

chaptr, we show that he ex-stence of hidden te r, a s

- sig cantv degraces the zerfcr--a.rce cf . in nc"e

packet racfc cha r.e s. -e char.nel :hrcughpu: expressIons

are derived for the notpers:szent C SA s-ng e-nor= Cbi e

-. packet radio sys -e= opera:t ing i. s ,ow R y Ielgh fad- g ':h

and vit hout hidden ter-i4alls. The enanc block error rate

ofor so nor. selective R ayl igh fading is derived for the

coherent da:a transzissicn techr.iues, viz, CPSK, YSK, GXSK,

a dr,d CFSK , using an e:cellent a rcxinaticr techr.icue fcr

I .arge packet sizes. hu;er ca results gv r.g the chane-, r e

ca;acitV an. t=e cfferec chan.-e E.r-zc rate are ta'u ate

"" 86



br,!

and the behavior of sy ste= parace:ers for Gauss ar hin:rui I
Shift Keying are showvn as it is considered a o:en:ial

tiea rodulaton technique for future rch" e racio 

telephone services.

3.1 NON-PERSISTENT CSMiA WITH HIDDEN TER IINALS

The model described in [171 is used to study :he hidden

teria problem in C SMXA. We a-s suLre a n env I:ronzz:enr

cons stng cf a ar ge nurer cf ter=inal's cc::unicating vith

a cingle sta::cn over a shared zotile radio charnel

characterized hy gav:eI h fading and AWCX. All :er: -s are

in line-of-sigh: and within ratge cf the station but not

necessarilY with reSpect tC each otrer. ne tca I f:r-fc

source :s apprCxiMa:ed by ar Fn cepener.z rCiSSC. source ;.th

an grega:e ean racket generation rate of packets/sec.

A terzina" cor.f iguratiCr1 vt Ce el e=en: s is

characterized as follows: Let i = , I.......index the :

:err na s in the c -at Cn y efc t e n

Sre ars" (is connected to terzna if i and are tn.

*rnge ano :n ine-of-sight Cf eac. otte. i. :rder C

rep resent ter=-. n con igurations : r.idden e"enents, s

advantageous to partition the pCpula:ior. inc severa: groups

,say, N, N < M) such that a:: terminals in a group hear

exactly the same subset of terminals in the ocu" atIcn.

is further assumed that each group i ccnsists cf a large

nu:ber Cf users 'ho cClective fo rm Er ince:er, er:ss oCsn

_ourCe with a. aggregate me n acKet g enerat cn rEte

ca.ket s suc. : at ' (,-

, X, >, •(3.1) .

I" . " -/-. '. - . .- - - , . . . . - . - . ... .



or onpers's:en: CSMA, :he pro abi" :v cf success [17

-. arb:ra- packet from group -.s given as,

. G =ejc.(2-ai( - :.,, - ex. .- a C (3."

consider :he par-icuar case of N independent and ide-:ica2

groups, i.e.,

S. S

The probability of success reduces to,

S =- =e- (2 :.i; a*
G "

f .'e Iet a- n, sd-, & SLs S aZ aN =t,

:he CSMA mode reduces :o the AZCEA access mode, :.e,

-2e

the prcbabiity cf success cf a racket it. A -A oe.

f the tacke: char.tne. Cs fading arc :he atk.oK ea e7er.t

char. r.e is r ct e :cr--ree cue to arf g. :he, the -cd:tied '

expression for the rro a " S: cE s cceCs c: ehe tazket

resut:s 18

-7 e 7.g " a , '... -,e

(3 .. )

*r p



-herefcre, :-e channe :hroughpuz fcr :he nonPerss:en: CSX.A

for hicder. ter=in-a. corigur:ion s ven P,

e >.-- ( a ?

S g(2.-. a) C-e ex = -'71a (" " - e

.3)

here mhe p a retera a t. ehe razio of propagatiot de o ay (,)

to packet trans=ission :ie ( a), nd is called ror=alized

*" delay.

3.2 L''XTC BLYCK RROR RATE

Consider a block of length N bits corresponding to either a

packet or an ackno-'ledgement. The probabi !:v cf bbock error

, =he -rczEb ::: i ' cf a: -eaSt c r.e E r.cr

block an; is given by,

3 E

MWhen F us-iain\ SC Y~

-zde. s as u ec cvr, i c c. c k e -rc-- r ee --" : E, nCe is

f acl.ng- signal level

p.r.I

I-.'- •" ~ " ' ' . I l°o" ,"°"°°o
• •

'-"° • • - -, ..



I

be be f(p) dP

o 4f
f [;-x-e(p)J ] .(P) dp (3.7)

0

w'here, p is assumed constant over the block length and f(p)

is the probabil'ty density function (pdf) of P given by,

# -e,:x:- _ ) , p _ C (3.E)

vhe e p is the average value of P
1 cr the coherent singra ig stect to AGN, the bit errcr

- .--- i v f r.c cr is gi\'en. by 11!

-J
o= .--erfc>,oC# , 13.c~

* 1J .

where erfc(.) is :he com;-ementarv error funcz:on giver by,.

I

#,2
erfc( -)-  

= - e:x: -- c ' 3:

1 x

* and .is a constant ;,ara=ete defred. .Cr particular

mooulatior scheme as fclIow's 11, 19],

.0 for C.SK

C.E5, f r SK ' oc) 3

C.6 E, for CMSK (EJ - C. )

' "< -- ," -"'. - ' "- ", " " "." ' -'. -, -. . -. -. . -"-. - • . .. ,- -. ." ,"-" - . - . . - -."-." ,". "-, -, -," ." . ." ,'. -'..'



A- --X j -3WN.

vhere, is eriod -rd a te varabae ar a'dth of

the ;re.od " -a:ion Gaussfan LPF [ 19 For exa m e, -he z-

arate f 16 Kb;s,:he ar, d dh s chosen as i K z to

achi'eve 5B  cf 0.25 for GXSK.

1 Substitutior of equations (3 E) a d (3.9) into (3.7)

vields an ir. egra giver, by, 

-1
- erfc c e > -- 3 -

" -e-epo (3:

in 7 T .s .rtegra- car. ct be eva u :e cd c oseC fcrz. .e.: Ce, 'e

arE :E- re:..' cr s ce a c >.. a:c E t c.;e to
Ib

Fjv ".E.a e V'e" .here exfsts a . excel'7er.t az rc x t£ z or.

"e , e c- F - g E- _ S" 6 18] 0
fer.ue or crge 7ket s zes, fc nsec - 1z r o

o de

'r c r r , 7 r FP c e .c E n

berive p.osed fcr. e:Th ess.. .c-e "ezdr to

-] :odu:.a:ior scrhe~es.

*f P

-1

b r -a Pte2 e ;

.(P) . . -.- . ,3 ..

jby a step functior.. This 2eads to

-- De

* a

I L
i.e. p.rco-" i~ity o: ":-cok err--. v~rgcoe ~

, iga :ee (Fbe ) is appr c)~i atec tv ty 'e c -_,. at iv

-o,4"

..................................................................................................................... 4*"* .....4", ",'*4, *



distribution rfuction (CDF) of P evalua:ed at scze polnr,

=pp%,here P' is chosen as p' p
0

or Rayleigh fading, the step function approximaticn for

' F he 4- s

g(P) dP

P.P

0
P e

S/ ""ewhe

0

I ]0

• 1

L- :t"hs exrress-cn is cc ;u:ed nuzerca" "y for c ffere :

cohere-.: ModuLa:c.r schemes under s:udy.

1 3.3 .Sy -.. ErFCP.,ANCI

• The average probability of block error for the charnel

.egraded wi:h sI ow ?a y e gh fa ding fs der ved for cohe:ez:

I modua:icn schemes under consideratior. 7-he an avss for

e :hrou ghL: z s e s e- :e f cr ze n ;e r s :s en: CMAS

P.



.4

T-::hout and vith hidden terzinals in fading envronent for

coherent data transmission techniques.

NONPRSISTENT CSXA with no hidden terri ral: The

- fer suts:tuting for the proba't:ties P and c ror
• pe ae "

equation ( 3.15)

c aG p PC o
cm C- - (e )(e )Ei

-' I "E=-a)-3 a-
.. a) e

.. ere f n t on a devendence cf the coeff-cient z cn tre*" -!i C.
: c-'. s ze ,*; is ex C- E :eC. - e t r C

expression (3.?7) ho"ds good fcr large cck sz-es and has

'beet developed us r g step :urc:cn approxiza:on.

.J Fcr a 10OC-bi: packet ( 1 a 00C), a fCC-bit

acknow-.edge=en: ( "C), and equal ert-erergv-:c-ncfse

density rat: os (i.e. P aP P ) nuterital corrutaZtion cf
ecuaicn (3. .) vle ds

;,,-" " -,*. " ," "'5", ,." ,", " '-"". ',"-." . .'" ". ". " . . - "" - " "..-° . . . - - , . ., " .'- "-' " -'.-. - - • " . . .
,', ,J " -,' " ' , ," ." w .*_. .,, ,," . . . - -" " -' " . .° '_: :- . -.. ,. .- -- .. . . . . . . . . ''' " ' ' 4-



Thi ipl-( e ) h tt th ogh u ex re sin.3. 6)36)~

ep a

((

W" a (3. 18)

3- C r e a-ous oduat c__ _ _ _ _ _ _ (3 c s, fc r e n~m)4 e

C- c

d J fwfe re arater a s efi ed a y v 3> fo th eSNe z .crdulgtzc:

Thiu is n t5rughput aekre se n c :r 6 c) b em at

(3.29) for he vro o ao s for (3ten aie

1
j w:n~ere theoretircally throneghout of.- unt can e ~cieved

- o ace. icnfinie fe re hte tafc.)

* NE caRISENTCM whcu ith hiden a term as: Te channel

as thou ahp uz give by 3.5)tks : ithed f loing fcr" after fc

4, 1

~ substituinfr thcfe r tcanices tr pec. an( - ro 3.1)

IT
subsi~u lng for 'r~ rba' li~es =



rp

S = G ex. [g( - :a)] , a) >-( a ' (e)

C g ~-(1 2 a) -G-) . ] 0 N P0 (N

(3.20)

' 7nvok4rng ecuat iecn (3.16) here agair., we ob:ain for channe 1

:hroughput,

G- C ex=-[g ,- J - .- ag"j -a '3
ex~~ 1 ~ex:- z 3.

The channel -hroughrutZS are eva Zned fr eca:C n

3 f E F Ce S t = C us ' :Z C 7. S C ,Ee s _ c r a = n.c:. -heK annE E, s -F- us- "e a e 3 2 for clffere :

group size N and fcr zhe average S? var yrg frc: "0 d? :c SO

dE, Lr.der a sv==e:ric ccrnfigura:_cn ass -pt:p or..

1

3.4 SU 2KARY AND :'SOU ' s,,

The perfor=ance of ncpersis en: CSYA ¢I e zac e:

rad c channel has beer. ar ya zed s" v R ayv e gh fading. -he

s:ep f:nc ,c t1 aT rcxi--a:icr, .'ie s c csed fcrz ex ress os

for :he channel :hroughput fcr arge ;acke sizes. -he

r. LuMerica resuts fcr the vario us CCCr7n: daZ -r: - aZr-S fE c: S f

- technr.cues have bee7. tab e -d e 3 fcr the se c f

.o fd de. :er .-.a s ardc :a " e 3." fCr -z e -_ Cf e. e t

7I

~]



:er=4nas. -he resul:s are illustrated in dezal for -MSK

:echniSue due to f:s suggested i=portance in mobile rad4o

telephone services. The

complexity of the equipment and the itp2eventat on cf the

-rot oco is directly related to the number cf sche'u in2 s

and transmissions tha a packet incurs. The average number

cf schedulings and tans=-ssions (G,/S) has been p2o:ted

against the channel throughput (S) ft figure (3.2)

Sa b e 3.2 shc vs the channe capacity (C) ava a e ar,

the corresponding offered channel traffic rate (C) f or the

various modulation schemes and for the number of independent

.--rcu. () varn : t e have csidered :he Case

4n which the population is parttioned 'into N independent

:a ' e B.I shc vs thatZ. ch-nne capacitvY f or :he CPSK

e technIcue is the h4ghest a;ongst all the coherentz ecbr.ic ues

under cons d era o-,. At average SI;?, of 10 dB, the channel

- a~ zy :s ze~cv" at cc S" otted ALFA but at about 25 db,

,cnperst-ster,. CSMA perfor-s better than s"c:zed ALCA.

F- fig're (3 .2K, the char.ne troughut (5) has 'been Vctted

, against the offered t:raf fic :ate (G) for SNR varyNng .r= fro O

- 30 dB.

Table 3.2 shows the channel capacity (C) available and

the corresponding offered channel traffic rate (G) for the

various modulation schemes and for the number of independent

groups (N) varying from I to 10. We have considered the case

-in which the population is partitioned 'into N independent

• ~~~~~~~. . . .. . . . . .. . . . ......... ,...-.... . ..- ' -.. '. -.-.. ,
"...,- . . . - , .. . • , • . - • - " : - , ' - _ , .



groups of ecua! size and a sy'-=etr c conf guratn s 

studied. For each terninal there exists [17 J a fraction of

t he pcpul ation w hich is hidden, namely -) (> .)
tp

Fr t= ( 0) there is no idren terinr a. and the 

perfor=ance is same as obtained in -able 3 1. From the Table

3 2, it is noticed that for < 15 dB, CFSK performs poorer

than pure ALOHA, whereas others are close to pure ALOHA. The

performance of nonpersistent CSMA with hidden terminals is

almos: independent of :he =odulazion scheme for 33 eB.

* The channel capacity for various values cf N is ;Iczzed

infgr 3.3 =0r dhI Ec Nc _'ce t r, P t he channel7i

* capacity experiences a drastic decrease between the two

] cases: N=; (no hidden :erfr.a s, - ) and d = =N.).

cr * , :he channel caaci:y :s razh er se r s :ive :o N

a snd a;::-rcaches pure ALOHA, fcr arge 1; if > 2C dB,

cther w Se : is _'e : ban re ALcHA. c > , :he

* performance is pocre tr t.n s otted AL .. . "gure (3.L),

we have I c:zed char.nEl :hroughpu: verss cffreE channe-

:raffic raze for G SK tech--icue, and if. .gure (3 .5) average

nu=ber cf Credu1ings a re:rar.VEcr. S vrus car. r. e

throughput. Noe that de" ay (prccrtic, a" to /S reduces

for higher average SNF? and aso thr oughput r-roves but is

still lower than slotted ALOEA.

The pe:fcr=ance degradation due to iden ter na s i r

nonpersistent CSMA protoccl for moile packet radio channe-s

'is i" us:rated. 7o eSimirate t, ... rcb em in singie-sta:ion

en;-rcnme:s, the se of c :-tcMe ca.ne2 20 =may be

cons idered .
J'
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"EAPTER IV

CARRIER SENSE MULTIPLE ACCESS WITH COLLISION DETECTION FOR

FH/FSK SPREAD SPECTRUM MOBILE PACKET RADIO NETWORKS r

The performance of nonpersistent CSMA-CD protocol for

7 the FH/FSK Spread Spectrum mobile packet radio network

(MPRNE,) is studied in this chapter. The cbille radio net-

. ork ink is modeled as cc..sesing cf separate and indepen-

den: message chaner.nl and acknoviedgenent channel. Bc ar E

J consaoered as Rayveign ading C N C -, anre s s .

] blck error for slow Rayeigh fading is de:rve. for F/FSK

s Ce e th. :he p rese-ce cf par a- and -c "se -::: -f erence.

-The modified expression fr z he channel throughput is derived

for the CSMA-CD .-ro:occl in the ccntext cf grcund -c.i:e

radio channel employing -H'FSK Spread Spectrum Cc= r.-.icaticn.

rThe throughput perfcr=ance cf CS ..A-CD and :ts dependence on

such y svs'E.= FarastErs as the fEdCred han-.e. traffc,

-I

C _  s cn recovery time, crannel capacity, p a Ce E r.r. . S ZI-

sion :;Ne, and signa2 - c - c se power ratio are -rovced.

4.1 INTRODUCTION

We have chosen a spread spectrum (SS) scheme t c

analyze the performance of the CSMA/CD M PRNET. Network

aspects cf spread spec:ru= eke spread spECtrun trans=;sson

* 4 an attractive candidate for packet radio network environment.

-4



Ear:er aa. iS of "CSFA-CD [22] assumed perfect packet

t ransr.ttir. g and acknowledgezen: channels, whereas in a

mobile packet radio env-ronmen: the effect of link errors due

tc ncise End fdng p ays an i=porta7. rcle in the per oraT.-

ce analysis. Therefore, ve need to modify the throughput-

delay analvsis fcr 4 fading and noisy channel. e derive :he

nonpersistent CS.'A-CD. channel throughput as a function of the

probability of a packet error and an ackno'ledgemen: e.rcr

ssu=rg -hat the packet and acknowledge=ent Charnels are

seTarate and independent

Ine c an, e :hrounrpet I- 22) for the noper s4 -er.:-CSA- A

C s Eheze : c S ve, b ,

¢ _--. -g-g

- e-.e g  - 1

c derive the modified :h.trouUpL: expression f e consder

the proaba'iliiF of success on the first packet trans-issJon,--

e-aa

ihere, a is the r a" zec ropagatioz delay ad - is the

offered ncan traffic

'her. the ACK channel is error-free but the packet

c .ane 7 . i. . hen prca i i Zv Cf success, o. :C e

-* packet :ra. s or. :s gven by,

'Ep
'aa, - - -

'- - .- -.- -.-.- - * . -. •- - -. -..- , - -. .... .-. . .. . _. . . . ..- .. . ..*. -. . . . . -. - . .i " - " .-.-- .- -



where P is the rc azt :y of acket error. :s a ssuze
p e

S.. that alI packet coll si c.s resLt : n os: packets, however,

n . co iion betrween a f aded and a norfade packet, the

nonfaded packet Z ghZ nc, be los: hEnce ecLaticn (4.1) gives

a lower bound on P Furthermore, if the ACK channel is also

!adirg then, acknowliedgements car, rrive it :be user receiver

"Iin errcr. e a be the pro ab. V cf ACK errcr tcen :e

probatiltI of success given by equation (4.2) od fies to,

7EE" = ! - : (4 L.
-FS -a, -a- n- e aE"

_-:aCf:E - (I - r -a&e) 7 - -t E c 74e

nherefcre t.e cestrec througbhrut e):press:or fcr tre

..?FKIN:- ~-'t. fadi g 7.. k iS given v

42 4,
ae -. A'S ee

4.2 D .N. C E_ 0ci RCL .1,0 A, Jz:-'

-h rc" at: ies : at et error ,a. rc

acknowl egezen, t errcr (Pt) a pearing Cn the cnnelEe C k- :2E6EeZer :pr

throughput ex;ression (4.) are given t t he pr-ba.i.b tv t'at

a block of so e number of bits is in error. 'e need to

erive the expected value Cf the proba ....v cK E error

for the fading channel.

Ccr.scer a h" ock c! :eng Eh ?: t :s correspcir.g tc

ettfler a tacact-cr a-r, at';r.c"" edge= ert. .r.c r-rct~a i:,- cf

kcck errcr :. is giver. as,C -7. E C C4

e*
55 ~~ r) e a e. t. C5 r F- n... F-.~*. C. :

"Z4.6



o r s F.av ei h fading mote, h he dyr a-ric h lock

error prCbability is given by F.e averaged over the fadng

s-ignal level I
br= - e

" be .' 5P) t

= ~~ [a- f(PY f f(p) dp

0

Where P :s assumed ccr. San: over te b ock engtt. art f(r)

s the probabi lity density fur.ctio (FDF) of p giver cv

expcr, ernta. oenStV r23,

r CX-- C > C (4.E).7 T .

We have chosen here TE/FSX modulation scheme for the a, alysis

C ' uee e c E nerent Cata-ilit c: tE frecuerncv
.. ,,,.C v . e..

hc;:i'-g (FL) sohe-e s to prov'ide ' divers: -y' agairs :

frecuer. c-se-eczive fadIrg er. courered cr t o e racec

channeI and tre az;.:-y cf FE/FcY scheme tc accoczoc ate more

S f Z - .E C users a r c ter Eva"a:e s c-e-es .

ur:nermcre, of the tw'o principal S izpe ertat:os -

frecuency hopnfg (gE) and irect secuenc.e ($), the e

systers car, achieve much wider ES bandwid hs resul:itg in

higher ;rce s sr.g gains, rey gerera . use cer

pseudcocci se (BK) spreading code rates a r, c r coherent-

cezocua:or C erz"6 :in r :nK accu itior, tSey can 7SCp

-rcunrd fre cuer. cv bards .tat': a-e ur.nuua" "v r.c"v . , r e>:h:::-:

severe fatir.g. Cr. the cther harc, 5 spreac spc:re : systez

-erfcrrs ye>. ;ccrv utter -u7:i-user ir.teere.e ar. f-_.r

K-chann, e occt, : os. *-



be prcbabi" icy of bit error for FE/FSK in the resence

of a Tzrtia:-band noise interference is obtained as fcl2ows:

A par:ial-band interference channel [241 is charac:erized by

IcN cVe cnlv a fraction of the potential tr. szissio.

bandwidth, but with the same average noise density. Let the

total hc ped bandwidth be W Ez and thermal nose (AG'C) e"t

present. over the entire hopped bandwidth of one-sided power

spectra! density (PSD) N0 Watts/Ez. The partila-bad noise

interference is modeled as addi:ioa.a t her Zl r, Cse over a

fract or. of he band, whch i design-tec aE e , o< <- - h.

ba, T ictr. c: the Part:a '-band interference is therefore c

z and ct one-sided ?S is Watr s/z Eee

is the avErage : erfere. Ec E CC- r. As the IE sSe hcs

E :s carr-er c 7'r he bani, d h ' there :s a Crr f-: C

hat e efec : tV e FS frc " a S C orces : c- arc

rhere is a ;robeci":v C" - C ) that :he effec:ive sE is 1

Therefore, the zrcbab. :v cf err cr cr thS svste: :s given

r " - i - (4

w/re ~~. () t aity c e r -c: cea"

TSl: gi ven by',

: c:. c

,.ar.c T 'E.4F :_ is th.e ;:c' a -i"i-, cf error " h'er. the
E 7. ,

carrier is ocated within the ba d:d", of tE r-fE .7Z-: ..

:. I



noise interference. ihin the region of partial-band

inter fe ence,

e E. .- r. -1 -,

D r~

) .( ) () j.a

I

We can write the SER representing the interference as,

(4.-2)
. ./c. W

,her, c I, the interference is over the entire FE bandwie:h

n he PSD cf :he zr. erfere:ce f's defined as 1-

Sa:z,.. r,: e: :s assue -r at the tr'er. L ncse is

1 -

-.t >> -t 4. . 3

h' 1 ' e r c a fI! :y cf E r c: fc E!:-SK hn he ::r e .nC e C -

p a r I a -band, n oI's e fnte.- e rence g v e, "n t equa:icn. (4 Fc.

oo

reduces :c, tt

.. " . f..

'. . . .. . . . . . . .. . . . .. *.;



7 TV - --T

w'here (!I/X ) s t e "es- errgy-:c-'r, erierence densstyh ratic

and 's denoted by p , and the probebili:y of bit error P. is

denoted by E(P).

Subs:itutirg equations (4. 4) and (4.E) into equarion

(4 .7) yields

e -- J) exp (- P, p)] ] ep(- _ dP (4.15)

•-' 0

"or 2erie h ai genera= vaues cf P , x fe car.

aD cn f r: c. c: c r.ate f p e z ~ te -: sc e P

I
IN

yc oen l P v headag rc ,

.... =(P = T( P') (4.16)

Thus prct-btY~= of ock error averaged over the. farg. .

€ :gr.a. i eve :5i ap.prc,:: m EC t v the tumu- c c :VC

- h -e pe "
c...trlbutacr. firnc::cr. (CF.) of p eva~tuated a: sc~e pclr.tP-4 r

i.here P' :s chosen as. p' '= ,o wh; ch s cbtaired= by reu-r.rg.

the ecua ity beteen the inz egraI of g(P) and the i ntegraI of

F":s at0rcx ,attor. Therefore, Cor e.aye gh f.dng, the s e

fccr a ;Trc:ia:O, 7or

.e - - (4.7)""DC C:



* i~here,

p g(P) 6p
PC

* 0

= . a [ -exp (-x)JN] dx (4 jE)

71.s e,:ress~cn is cczp',;tec numerical2y for C.5 rc

C= EJ E n c e :he dvna=-*: block errcr probatf i iy B r. C

a., ~' cozp~: r rc~ ecua~or. (4.77) fcr a g-*ve. vraeSN

4.3 c.:RSZSAND EYE-11 FrR.?0RXIANCE

pe f' c p rra:. e cf : he ncnpe r s s ten: CSE/ ~ c e

j acke: racaio criarne I6erraced *vt s 'ow Ray Ie~gh f ad rg w.as

crve dc LE~S a~ a:cn s c he te 4 S e - tcor 4.1. AS,

Zr EaVE agE 67CCCkE7 C :7:.~ U~ Z.cc* err 7a ve e de n f- Sct cr

4,2, w 1ch gves the rcbali: C~ ~a ck i E.:or ancth

J p ob at: yi ofCK errcr due to Iperiect o r L . 2 E _

overZ .-r6o= chan~nels.

Ccrsz dE7 a 7C0 C*tbI: pace Z1 C 10 C), a 10C -

acknoviedge~er: (INa OCC) and equal t: erer g v- tc,-,nc s e

cs: raFos S..e I, =. E. N.>ec CCorP:F::cr. cf

e q ; F_ c re c
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sizes. A comparison of the exact and approximate resuIt

shows an excellent agreement.

Figure (4.1) shows the (S,G) relationship for CS-A-CD

in FH/FSK mobile packet radio. This figure exhibits

izprovement in channel capacity gained by CSFA-CD over the

CSXA scheme [18]. For random access schemes, in general, the

fact that throughput(S) drops to zero as the offered channel

t :raffic (G) rncreases cncef e~y is ca tve Cf unsta. e

behavior [25). however, we notice that CSMA-CD can mairtan

a throughput relative - y high and rear capacity cver a verv

large range of the offered channel traffic in a =obile packet

rado en ,rc'r.:ent toc. r.s suggests : t CsMA-. sa nc

te as u s a e as th e other sche es, therefore, in the

-sence c: dynar- *c cot. " , cs caa "e c- sustai ..

PrcTer t-avcr ever. 'hen :he channel Coad exceeds Zhat for

:hich the s'stem has been optir.:-ed.

Se i .C.tI t

throughpu resuts f cr 1rg er va-L ues c f SI,. and at abut: - d
]A

and aDove the c cventora va7ue cf C. E is achieved (See

able .). n F gu-e (4.2) siilar re-,ation f cn is sho w-,

fcr dlfffe.-r. value c f the parameter r , defned as :he]C
factiro, cf the bar.d c, ver fi ch Parti a l _ -ban d rcisE

in:erference exf:ss. te: Er throughput perfcrtance -SI

ctti ed fcr f c C. ar- a Sc - ce cf C: iS r u reC. 6 f

choCse c C... nur:hermore, r, cCrrespconcs :c tne "eea.



FSK case in. which interference is over the entire F

band : : h.

te know that f26 ) CSmA-CD provides an improvement over

CSYA both in terms of channel capacity and throughput-delay

characteristics. Figures (4.3) and (4.4) show the sensiti-

vity of this izprovement to the packet length T and the

i collision detect time y - The larger T gives better CSMA-CD

perfor=ance for fixed 'Y From Figure (4 .3), we notice that

the channel capacity -nczeases foz C.018 at 10de to 0.326 a-

3 CdE SNR. Also, higher C gives better charnel capacity

- performance. :n Figure (4 .), we plo: the channel capacity

o. the nonpersistent CSXA-CD versus y for various S N,

ft. e f5 'f f t .dz c'.FnnE CZ-: keep:n.g ixec ". Eigher channe, :apacl:y .s c t:ned fcr "

oer: a higher S NR agan. Be st performance is 3chieve

- or "Y = c and S,;F = 3rdB, sn he. -. g. vet crannel capac

clcse to zhat cb.a ned for stationary packet rad-o before ""

122 s. A so, a es 4 . I ard 4.2 sumtarize these numerica

a es :S r _ rger range cf ra - Eers r.vclve 6

4.4 CONCLU-SONS

Ve ,ccd-t ieC the =odel used in the analysis of CSEMA-CL ,

t o the case cf =chfie packet radfo ch'annel . was shown U

that :he throughput 4s senst:i ve to the SNR at the receiving

, r.o e ar, a: atc I: C Ce L gr c ru.;p : per f cr a;-nCe C.ICSe :C

- tre ccr. vent- cnaI CS - , is o. t F e . 7he :hr ougr. .ut z gra

" cn s s eve:e at c-'- S,- X.a tcs- . " .s scac:L),

to o bt .".. a S- Z ctc rv pe rfcr=nce cf - F /--K .:F ,Z a d.
I ,

. . . . -- .-.. t pt~

4,. ' . '. - ' ,.....',:;ft .ft f* f .*.., ..-. .. . . " ... .. . ". ,. •~. f . . - . ." . . . . . . . . . ' .



gan a!l the advantages of the nonpersistent CSMA-CD scheme,

it is desirable to have SNR atleast 30 dB or so. Further-

=ore, CS!A-CD for M:PRINET is more stable than CSMA, in that

with the former the channel capacity and packet delay are

less sensitive to variations in the average retransmission

delay. Just as "he CSYA (due to its carrier sensing capabi-

lity before transmisison) gives improved performance over

slotted ALOHA, the CSYA-CD (due to its collision detection

capbi ryduring :ransrissior) gives imProved perfcrrance
over C S 'A. The most interesting conclusion was that the s',"

- becoZes a critical parameter t. the performance evaluation cf

J
the CSXA-CD protocol in a FI/FSK spread spectrum. zcbi" e

I packer tatlc netwcrk.

*1
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CHAPTER V

BANDWIDTH EFFICIENT DIGITAL MODULATIONS FOR
MOBILE RADIOS

Improving the capacity of Cellular Mobile Radio

System calls for bandwidth efficient Digital Modulation

and bit rate efficient Speech Coding techniques. Though

Spread Spectrum schemes received considerable interest

recently, formidable technological problems and

questionable cost effictiveness have prompted

investigation of conventional Digital Modulation

schemes. In this chapter we review a class of spectrally

efficient modulation schemes employing simple

receivers. A speech transmission scheme using these

modulations and DPCM coding is considered in the next

chapter.

5.1. INTRODUCTION

The ever increasing demand for radio frequency

spectrum has led to a wide variety of techniques for

solving the problem of spectral conjestion. Spectrally
efficient modulation systems has received consideratle

interest in this respect. Even though the primary

objective of spectrally efficient modulation is to

maximize the bandwidth efficiency, the scheme should

achieve this at a prescribed average bit error rate with

minimum expenditure of signal power. The desirability of

constant envelope modulation, in addition to good error

performance, has led to a class of Pnase Modulation.

"..'i.'-,'k % -i -:'. . . ,. . - - .-- . - - - - ..--.-..- .- - . .• . . - -. - .- . .. . --



Continuous Phase Modula:ion (CPM) has received

considerable attention recently. It is seen that by

making the phase continuous the spectral behaviour and

performance can be improved. Further improvement in

spectra can be obtained by introducing memory into the

system. Such schemes known as Partial Response CPM

introduce controlled intersymbol interference to

improve the spectral behaviour. The spectral improvement

takes place without increase in probability of error at

practical SNR, but the price to be paid is the system

complexity especially with respect to the optimum

receivers. However, simple sub-optimum receivers are

found to yield very good performance in special cases.

2



5.2 TRANSMITTER AND RECEIVER PRINCIPLES

5.2.1 Modulation Schemes

The modulation schemes considered in this work

belong to a class of constant amplitude, Partial

Response CPM.

Let ... an-2' an-l' (Ing an+l' an+2"'" be an infinite

sequence of statistically independent binary data

symbols taking values +1 with equal probability. The

transmitted signal is of the form

s(t,a) F'(2E/T) cos[2fot + (t,a) + o] (5.1)

where the information carrying phase is
,CO

S(t,a) = 2rh I aiq (t-iT) (5.2)

where E is the symbol energy, T is the symbol time, fo

is the carrier frequency, and h is the modulation index.

For coherent transmission and reception the arbitrary

.. phase q can be set to zero. The phase response q(t) is

defined by

t

q(t) g(T)dT (5.3)

where g(t) is the frequency response pulse. The

frequency pulse is time-limited.

9(t) 0 t < L T , t > L2 T (5.4)

where L (LI-L 2 )T is the duration of the frequency

pulse and L

L T
| - -t = / . 5)II
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For details, refer to [27] -[29]

For nT < t < (n+l)T, the information carrying phase is

given by

(t, a ) 2T h q (t-iT) (5.6)

At any time t nT, the information carrying phase can

be seen as an intersymbol interference (ISI) around the

phase node en The introduction of this controlled

intersymbol interference results in improved spectralI. behaviour. Define the phase node

ahr 1 (5.7)

-We see that a can be determined by

CI(n /hT) (en+ 1  n) (5.8)

The phase ambiguity can be resolved by differential

encoding [30].

The modulations considered in this paper have the

pulse shapes given by

Minimum Shift Keying (MSK)

1/2T e < t < T*I otherwise (5.9)

The Raised Cosine scheme (RC)

g9r) (I/2LT){I - cos(2rt/LT)) 2 < r' < LT (5.10)
2otherwise

II
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5.2.2 Receivers

The optimum receivers for the partial response CPM

based on the Viterbi Algorithm is often complex. But for

binary schemes with modulation index h = 1/2 simple sub-

optimum receivers of the modified offset quadrature type

yield good results. They can be constructed with only

two filters and simple decision logic. The receiver

structure is shown in Figure5.1.The filters are normally

identical and the decision logic consists of a delay and

logic for differential decoding. The optimum receiver

filter in this class is given by [31 ]

mn/2 +
a (t) = [ ajs(t,_o) (5.11)

j1l

where s(t,o. ) is the signal corresponding to the

transmitted sequence j in the subset having s(t ,a) > 0,

where to is the time when the decision is made, and aj,

j = 1,2,... m/2, should be chosen to minimize the

probability of error. m 2
N +L- I is the number of

different transmitted sequences for a receiver filter of

duration NT.

we consider three different types of receiver

filters. The optimum filter for very small SNR, the

averaged matched filter (AMF), is given by [31

m/ 2
a 4C. s(ta.) (5.12)

The optimum filter for large SNR, the assymptotically

optimum filter (AQF), civen in reference t31J beloncs tc

the FSK- type receivers and is analysed.

Another filter considered is the MSK filter

in the receiver given by



a sin(Ort/2T) 0 < t < 2T
) 1otherwise

5.3 PERFORMANCE

The phase node is estimated by observing the

output of the cosine and sine channel at every odd and

even symbol intervals. This means that decisions are

made alternatively from the two quadrature arms. For any

given data sequence, the decision after the filter is a

comparision between a Gaussian random variable and a

threshold which is zero. Therefore the mean and variance

of the random variable determine the error probability.

-4-
Assuming that s. is transmitted, the mean valueJ

= + (5.14)

where < > is the inner product in the Eculidean space.

The variance ch is independent of any particular signal

and is given by

N
2 T _ lal2 (5.15)

where N is the one sided spectral oensity of additive

white Gaussian noise. Since the mean of the output of

the filter depends on the transmittd sequence, the

probability of error can be expressed in terms of the

squared Eculidean distance defined as

+
US a>)-2 2 s-__ ,____- (5.16)

j T 2a

The error rate in estimating the phase node sequence

E is then calculated by averaging over a!l possible

transmitted sequences, as a function of signal to noise

ratio.



2 :LW
Q( d EiN (5.17)

Nil 0'

where Q(x) is the Gaussian error function

1 2Q(X) _y -!- f ey/2

J dy (5.18)

Figure 5.2 gives the error probability in detecting the

phase node for MSK, 2RC, 3RC, 4RC and TFM schemes using

MSK filters. Reference [ 29] gives more exhausive results

for other types of filters. With differential encoding

to resolve the relationship between phase nodes and data

symbols, the bit error probability P is given by

P 2e 2 P (1 e )  (5.19)

5.4. DISCUSSIONS
5.4 A class of spectrally efficient modulations and

simple sub-optimum receivers have been considred for

application to cellular mobile radios. The simple

receivers belong to the Modified Offset Quadrature

receivers (MSK type). Error performance curves show that

bandwidth efficient schemes can be used with MSK type

receivers with an assymptotic loss less than 1 dB

compared to MSK. The loss at intermediate error

probability is even smaller. The drawback of the

receiver is that it can be used only for binary

signalling with h = 1/2 CPM schemes. Many of the

interestina schemes are however in this class.

- . , ' -. '. - •. . . . . . . . . . . - . .. . . . . ..4
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Figure 5.l1Receiver structure for YISK type receivers
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CHAPTER VI

SPEECH TRANSMISSION USING DPCM CODING PARTIAL RESPONSE CPM AND DIVERSITY

In this chapter, we consider the performance of a speech transmission

scheme using DPCM coding and Partial Response Continuous Phase Modulation.

The performance measure is the audio signal to noise ratio. Both quantizing

noise and transmission errors contribute to the overall mean-square error. It

is seen that in a fading environment space diversity is very effective in

bringing down the threshold of channel signal to noise ratio to maintain the

audio signal to noise. The number of channels the systems can support is

evaluated under various conditions.

6.1 INTPrnvCTIO.

Recent developments in speech digitization have prompted an examination of

digital coding as a possibility for mobile radio. The greater bandwidth

demanded by the digital representation can be overcome by bit rate efficient

speech coding schemes. In mobile radio environments characterized by large

error rates the effect of transmission errors in speech coding schemes have

received considerable interest. However, for complex coding schemes, the study

has been limited to simulations. The effect of channel errors in embedded DPCM

has been analyzed and found to be suitable for variable bit rate transmission

under Gaussian and Rayleigh fading conditions.

Mobile radio channel which suffers from severe multipath fading results in

unacceptably high error rates. Channel coding has been suggested as a

possibility to combat high error rates. Fading can also be combated with space

diversity without expending additional bandwidth. Withtime division

1 .
5J.]
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retransmission (TDR) mobile unit can be kept simple at the same time several

branches of diversity can be assured providing a reasonable error rate in the

fading channel.

In this chapter we consider the performance of a speech

transmission scheme using DPCM coding, partial response CPM

and diversity over Rayleigh fading channel in additive white

Gaussian noise. Base to mobile transmission with three cells

per cluster and seven cells per cluster is considered.

Centrally located base station with omni-directional antenna

is assumed. Co-channel interference is assumed to be the main

cause of interference. A recent investigation on the

performance of Partial Response CPM with MSK receiver shows

that, for the signal to co-channel interference ratio encoun-

tered in mobile radio channels, the adjacent channel

interference is negligible even when the spectra are allowed

to overlap partially [32]. Hence the capacity of the cellular

mobile radio system can be improved by allowing the spectra

of the adjacent channels to overlap partially, without

significant degradation in performance.

6.2 FADING AND DIVERSITY COMBINING

Two major impairments of mobile radio communication

systems are interference from other users and multipath

fading. Interference among users results from the frequency

re-use designed to increase the capacity of the system. Each

cell in a cellular system is assigned a number of channels in

a frequency division system. The same set of frequencies is

reused at a cell further away. This results in mutual

interference between the users. The signal to co-channel

interference ratio is affected by the re-use factor, the base

station location, signal attenuation factor and the antenna

configuration.



For digital transmission over fading channels the time

variations of the signal to noise ratio (s/n) results in a

changing error probability. This leads to clustering of

f,
1  errors and increased average probability of error. Bit

scrambling prior to transmission assures random occurance of

error patterns. We assume slow Rayleigh fading where the time

varying s/n is approximately constant over several

transmitted bits. The density function for the signal to

noise ratio is

f(y) (I/F) ex p(- y/) (6.1)

where F is the average signal to noise ratio. The average I
error probability for the fading case is given by

P f(y) Pe (y) dv" (6.2)

== o
where P ()) is the average error probability of the modula-

tion scheme for Gaussian noise at the s/n )'. The increased

* .probability of error can be combated using diversity. For

maximal ratic cobh.ininE the error probability of coherent MS}:

type detection of partial response CPM signals is 133]

/2 e l. -
-- 1 1.-

.2d. T,
+ 1.3.5... (2M-3) (1 + )1-11)

(Y-:) ! 2 N-1 2

where :is the average per branch s/n and X is the number of

diversity rarches. For selection cortrirg the error

PrcbE112 . -t I .

(-"*- (6.4)

7')... <.:t'..-P VW /



Space diversity is commonly employed in mobile radios

to combat fading without the need for additional bandwidth.

With time division retransmission all diversity combining

takes place at the base station. The equipment at the mobile

can be kept simple and at the same time several branches of

diversity can be assured. The use of frequency offset

reference transmission for improved reference signal to

interference ratio [ 34 ] can be employed, with slight

modification, even when the adjacent channel spectra overlaps

partially.

Base to mobile transmission with centrally located base

station and omni-directional antenna is considered in this

work. The worst case signal to co-channel interference for a

three cell cluster for the above base station and antenna

configuration is 5.1 dB [ 35]. Following calculations similar

to that in [35 ], the worst case signal to co-channel inter-

ference for a seven cell cluster yields 11.5 dB. The signal

attenuation is assumed to follow inverse cubic law in the

signal to co-channel interference ratio calculations. The co-

channel interference is modelled as stationary white Gaussian

noise with power spectral density N /2 and is assumed to be

the main cause of interference. It is also assumed that

fading of the total interference is negligible compared to

the fading of the signal.

SOURCE CODERS

he source coder considered in this paper is enbedded

0.

LU0:
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DPCM operating at 32 k.b.p.s. Both quantizing noise and

digital noise due to transmission errors contribute to the

overall output mean squared error. Reference [34 presents a

* detailed analysis of the transmission errors in embedded

DPCM. The output signal to noise ratio is given in the form

s/n E{x(k)P 2 /E{x' (k) - x(k))' (6.I

where x(k) and x' (k) are the encoder input and decoder output

respectively. The above reduces to

Cs/n source (6.6)

where C is a constant and depends on the codec,. source

2qd
configuration and source statistics, C is the quantising

noise power and C is the distortion due to transmission3at

errors including the effects of correlation between

... quantizing noise and noise due to transmission errors. With

single integration DPCM and 2 bit minimal quantizer[37]

" 2 L2

- a /4E
C 2 C (6.7)
s ourlce "2L- L (I - 2a C + a-)

where a is the predictor coeffecient of the DPCM feedback

loop, P is the adjacent sample autocorrelation and L is the

quantizer overload factor.

2" : §2DI(6.8)

and

10 O I
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2
=P T()+ b T (JA) +

qt

P [T 2 (D) + b T2(M) (6.9)

2 2

b = a /(1 - a ) (6.10)

and P is the probability of bit error. T 'T 2 'T , T 2 are

constants associated with input statistics, overload factor,

binary representation and transmission format, D is the

transmission rate per sample and M is the minimum bit rate

per sample of the tranmission system. For embedded DPCM with

D=4 and M-2, an overload factor 17-, Gauss-Markov input in

sign-magnitude representatio., c e have, for uncoded

transmission [361

Csource C.3C56 (6.11)

2 2C qt P(0.723 + 0.725b) +P (0.271 + 0.275b) (6.12)

Evaluation of the embedded DPCM using computer simulation

technique over Gaussian and Rayleigh fading channels resulted

in close agreement between the computed audio s/n and

simulated segmental signal to noise ratio [37]. This motivates

the use of audio s/n as a measure of performance in comparing

various schemes in the next section.

NUERICAL RESULTS.

Audio signal to noise ratio is compu ted as a functior.

of channel s/n for various modulation schemes considered in

1ii.
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this paper. The source coder is embedded DPCM with

transmission rate 4 bits per sample and minimum bit rate 2

bits per sample. A Gauss Markov input signal with adjacent

sample correlation of 0.85 is assumed. The codec uses single

integration with coefficient a - 0.85 and a load factor L
q

1-0. Formulas given in sections III and IV are used to compute

the probability of error and audio signal to noise ratio.

Figure 6.1shows audio s/n as a function of channel s/n

in a non-fading channel for MSK, 2RC, 3RC, TFM5, and RC

schemes. Figure 6.2shows the corresponding plots for a fading

channel without diversity. Curves are shown only for MSK and

TFM5. The relative positions of 2RC, 3RC and 4RC are

retained.

Figures 6.3to6.5show the audio s/n versus average per

branch s/n f or an increasing number of diversity branches

with maximal ratio combining. Figure 6.6 shows the

corresponding plot for 2 branch selection combining.

DISCUSSION AND CONCLUSIONS.

This chapterconsiders space diversity as an alternative

to channel coding treated in Reference [36], to extend the

threshold of channel s/n for maintaining the audio s/n in a

fading environment, for various modulation schemes

considered. Diversity is used with and without time division

retransmission. In the fol low'ing di scussion we evaluate the

number of channels that can be supported by the available

bandwidth of A0 M. h z.

...
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It can be seen from Figure 6.1 that in a non-fading

channel an s/n of 10 dB is required for an audio s/n of 20

dB. The very large channel s/n required to maintain an

adequate audio s/n in a fading environment is evident from

Figure 6.2 Considering the average signal to noise ratio

encountered in mobile radio environment it is clear that some

form of diversity should be employed to bring down the thres-

hold of channel s/n without sacrificing the audio s/n. A

three cell cluster has an average channel s/n of 5.1 dB. A 4

branch maximal ratio combining yields an audio s/n of 19 dB

for MSK and 15.5 dB for 4RC, with 2RC, 3RC, and TFR5 in

between. An 8 branch diversity with maximal ratio combining

yields over 23 dB audio s/n for all the modulation schemes

condidered.

Since more than 2 diversity branches is inconvenient on

a mobile, time division retransmission is to be exrployed. To

achieve 32 k.b.p.s in each direction a symbol rate of E1

kbaud is recuired [35 . ( the overhead over 6L k.b.p.s, :s

due to the co-phasing procedure for the TDR scheme.) With a

channel spacing of 64 KHz, a bit rate to frequency spacing

ratio of 0.79, 208 two way channels are possible.

if we consider schemes without TDR and a 2 branch

diversity it is necessary to consider a larger frequency re-

use factor. For a sever cell cluster the average per branch

r :s t. ci. Vitr tranch 1, axiwa ratio co . rirg ths

yields an audio s/n of 17 dB to 15 dB depending on the

- - . . .. . . . . . , -. . . . . . . . . . . .



modulation scheme. With 2 branch selection combining the

corresponding figure is 15 dB to 13 dB. Employing 28 KHz

channel spacing, a bit rate to frequency spacing ratio of

0.875, this results in about 102 channels.

From the numerical results and discussion above it is

seen that a large number of channels can be provided in a

digital mobile radio system by the proper combination of

speech coding schemes, bandwidth efficient modulation

schemes, diversity and time division retransmission. Base

station and antenna configuration, channel coding and more

efficient speech coding schemes can further extend the

capacity of the system.

Throughout the discussion we have considered idealized

conditions of transmission and reception. Perfect timing and

synchronization were assumed with coherent detection and

ideal diversity combining. The performance depends highly on

the above assumptions.
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VIIvPERFORMANCE DEGRADATION DUE TO RECEIVER MISMATCH

IN BINARY CONTINUOUS-PHASE MODULATION SYSTEMS

Recently a great deal of attention has been focused on studying

the performance of continuous-phase modulation (CPM) systems. CPM

signals give constant envelope digital modulation schemes, which

have the potential of both power and bandwidth efficiency under

perfect synchronization conditions and complete knowledge of the

channel.

Continuousrphase frequency shift keying (CPFSK) is a subclass

of CPM where the instantaneous frequency is constant over each

symbol interval and the phase is constrained to be continuous during

the symbol transition. This constraint of continuous phase affects

- the signal in two ways:

1) Transients effects are lessened at the symbol transitions,

thereby offering spectral bandwidth advantages [38]-[40].

2) Memory, imposed upon the waveform by continuous transitions,

improves performance by providing for the use of several symbols to

make a decision rather than the common approach of making

independent symbol-by-symbol decisions.

This modulation has been investigated [411-[45] , and if the

parameters of the modulation and demodulation are chosen correctly,

binary CPFSK offers advantages in SNR over coherent PSK.

In all of these studies, the assumptions have been made that, a J
means is provided for establishing both, a perfect phase and bit

,, i 1
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synchronization references, and the channel is AWGN with known power

spectral density.

The objective of this chapter is to analyze the performance

degradation of the CPFSK receivers under mismatch conditions. Closed

4$ form expressions for an upper bound on the BER in terms of amount of

mismatch in time and phase are given.

This chapter is organized in three major sections. In the first

section an introduction to CPFSK modulation scheme is given and

then the optimum and suboptimum receivers are presented. In the

final section the performance of the receivers under phase and time

mismatch are derived and a brief discussion of the effect of

different parameters on the performance degradation of the system is

presented.

2



7.1 INTRODUCTION

CPFSK modulation schemes are subclass of the continuous phase

modulation (CPM) signaling scheme where the instantaneous frequency

is constant over each symbol interval. Thus, for a full response

CPFSK systems the transmitted signal is

2E
s(t, a) = E- cos(27 fo t + 0(t, a) + 00) , (7-1)

where the information carrying phase is

=-co 1

is a continuous linear function of time t over each symbol interval

and a= a -2 -1 a0 a " is an infinity long sequence of

uncorrelated M-ary data symbols, each taking one of the values

. = +1,+3, ... , +(M-1) 1 = 0, +1,+2, ... (773)

with equal probability 1/M. (M is assumed even.)

E is the symbol energy, T is the symbol time, fo is the carrier

frequency, e. is an arbitrary constant phase shift.

*The variable h is referred to as the modulation index, and as

will be shown later, for implementation reasons, rational values of

the modulation index are used. Fig.1 is a schematic modulator for

CPM.

The signal is constructed such that two adjacent frequencies

in the M-ary set are separated by h/T Hz. The possible phase

3



-- '-_.~. ... . .: : 7 ': - - . .. - -M

trajectories using the phase term

9£-i

a rh(t-iT)/T + 7h a, + 60 (79-4)
J=1

are shown in Fig.2, for binary modulation andO =0. As can be seen,0

the phase trajectories have a tree-like quality. Furthermore, if h

is a rational number the tree will eventually fold on Itself modulo

27, producing a trellis like depiction.

Note that although the scheme is full response, the actual

phase in any specific symbol interval depends upon the previous data

symbols.

7.2 RECEIVER STRUCTURE

The CPFSK signal is assumed to be transmitted'over an additive,

white, and Gaussian noise (AWGN) channel having a one-sided noise

power spectral density No . Thus the signal available for observation

is

r(t) - s(t, c) + n(t); - < t < c (7-5)

where n(t) is a Gaussian random process having zero mean and one-

sided power spectral density NO . A detector which minimizes the

probability of erroneous decision must observe the received signal

r(t) over the entire time axis and choose the infinitely long

sequence ^ which minimizes the error probability. This is referred

to as maximum likelihood sequence estimation (MLSE) [46].

By restricting the modulation indices to rational numbers, all

CPM signals can be described as a finite state discrete time Markov

processes. It is well-known [4?] that the Viterbi algorithm (VA) is

4
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a recursive optimal solution to the problem of estimating the state

sequence of a discrete time finite state Markov process observed in

memoryless noise. The complexity of the Viterbi receivers depends on

the number of the states involved. From the performance view point

it is difficult, if not impossible, to calculate the symbol error

probabilities using the transfer function approach given by Viterbi

[4b]. This is because, first; the modulation is not linear, secondly

the channel cannot be viewed as a discrete memoryless channel (DMC).

Linearity makes it possible to choose a specific data sequence as a

transmitted information sequence, hence we will have only one

transfer function and the DMC makes it possible to use Hamming

distances instead of the more general Eucliden distance in the

general space.

To be able to study the performance of an optimum receiver for

CPFSK systems, a suboptimum detector is studied instead. In the

coherent case, this suboptimum detector observes the received signal

r(t) for N bit intervals to make decision about the first bit. In

the noncoherent case the receiver will observe 2N+l bits of the

CPFSK waveform and make decisions on the n+lst (middle) bit the

receiver shown in Fig.3 is derived in [43] for the coherent

detection of CPFSK. The notation s(t ,Ak is used to represent the1 k)

signal waveform during the observation interval, where Ak represents

a particular data sequence (the tuple (a 2, a3,.., aN} ), and

k=l,2,...,M where M=2
(N

Upper and lower bounds on the error probability are derived in the

same reference, where it is shown that these bounds are tight at

high SNR.

5
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7.3 PERFORMANCE OF A MISMATCHED RECEIVER

The receiver shown in Fig. 7.3 computes the sums of random

variables in the form

NT

2
Xlk exp( r(t) s(t, 1, Ak) dt). (7,6)

At low values of SNR the random variables xlk can be approximated

by
NT

Xl 1 + 2 N r(t) s(t, 1, Ak ) dt (7,7)

Xlk No f7-7
0

Using the approximation of Eq.(7-7) the receiver operating at low

SNR becomes,

NT 1 NT (-"r(t)( s(t, 1 A,)) ><r(t)( I s(t, -1, Ak)).(7 8

K=1 -1 K=1
0 0

and the probability of bit error is given by

M
S =  Y Pr(error I s(t, 1, A.)) p(Aj). (7-9)

J=l

At high SNR the union bound provides a tight upper bound. It can be

shown that the probability of error for the receiver in Fig. 7.3is

overbounded by

M t
P _ Pr(Xl9  < X . I s(t, 1, A9)), (7,-10)

k=i J=1

where xl9 is the output of the correlator matched to the signal

s(t,l,A,).

" 6 o



Case 1: Receivers Mismatched in Phase

At low SNR the decision variable, A, is a Gaussian random

variable. The mean as a function of the phase error is derived in

[49] and is given by

N
E{A s(t, 1, Aj) I p 1i , 7 1 )

1=1

where

1 = E(cos 4 - (sin(2n h + 4) - sin e)/2n h) , (7-12)

i= E cos i-2(rh) sin (iih) (sin(ei + 41 +
sin(e. +7Th ai + %) sin( arh i a) 1 2, 3, N (7,13)

L

and

i-, (7,14)

J=1

The variance of A is Independent of € and also is independent of a

particular transmitted sequence and has the form

Var(A) = NoE (1 - sinc (27h) +
2N -2'

(1-cos(2nh))(1+ sinc (21Th))(cos 2N 2(h)-j_-
2- 2 1(7,15)

cos (rh) 1

The probability of error, given a particular transmitted sequence,

is given by

E(Als(t, 1, A))

Pr(error s(t, 1, A.)) = (Var(A)) )

where

(o (_y2/2)1d
O(x) = exp(-y 2  dy (7-17)

In order to illustrate the effect of different values of the

7
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phase mismatch on the behavior of the upper bound under low SNR

conditions, Eq.(7-9) is evaluated and plotted for an observation

interval of 5 bits and modulation index, h, of 0.715. These results

are plotted in Fig. 4. The set of curves show that for SNR<6 dB

phase errors of less than 100 have small effects of the upper bound.

The reason for restricting N -to 5 bits is that it has been shown

that increasing N beyond 5 will not improve the performance

significantly. h=0.715 is the optimum value for the modulation index

for binary CPFSK.

In order to compute Eq.(7-10), the statistics of the random

variable xll-x_lj are needed. Again this random variable is Gaussian

with mean value

Etfx - -l. s(t, 1, A - E(N cos -

N i-i (7-18)
sinc(Nih(a - E.)/2) cos( Y Th(a. - 2 1 8i 

+

* where the a are the data bits A1 , the i are the data bits Ail and

where a1=1 and Fi=.-.

and variance

Var{X - X_ s(t, 1, A = NNoE(1- (k, j)), (7-19)
19, -lj 0Q

where the correlation p (l,j) can be written as
N ThThK-1

P(Z, J) = n- K sinc(2h(K- K P K )) c 2s(±(a- K + J =K 3 (7-20)

Further, the individual terms Eq.(7-10) are
.E{XI1 -X Ij I s(t, 1, A )

Pr(x < X s(t, iaAxl = 0 (7-21)
S-1Varx _ { x Is (t, 1, A)})

The results are plotted in Fig.5. The plot shows that for high

SNR a small mismatch in phase has a little effect on the upper

bound, but larger errors 4 >200 tend to degrades the performance of

% 'o • 8



the suboptimum receiver, as a matter of fact a mismatch of 200 at 8

dB SNR degrade the the upper bound by about 0.05 dB.

Case 2: Receivers Mismatched in Time

Following the same procedure, for a time error AT, Closed form

expressions for the upper bound on the probability of bit error

under low and high SNR can be derived (see [49] ). The results are

summarized in Fig.6-Fig.9. In these figures T=AT/T. The fact that

the results depend on the factor K, where w T=K is of no surprise,0

since higher K means larger carrier frequency for the same bit

duration. The important conclusion at this point is that time errors

affect the upper bounds more severely than phase errors do. for

example when K=2, 5% error in timing degrades the upper bound at lew

SNR by about 2 dB and about 0.2 dB at high SNR. Increasing K has a

severe effect on the upper bound for time errors>10%. Note at 80 M

b/s,10% time error is equivalent to 1.25 nsec. The results emphasize

the importance of time synchronization especially for channels which

suffer time delay (e.g.; multipath channels, etc. ).

7-4 CONCLUSION

The results demonstrate the various effects of phase and time

mismatch at the receiver. The amount of degradation depends on the

SNR range of interest. The often used assumption, w0T=K, (this

• .assumption has been done in previous analysis of receiver

performance [Soj ) is a critical assumption, and it is the

responsibility of the designer to choose the minimum possible value

of K, preferably K=l.

9
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